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1. Introduction

The course covers the definition of probability, concepts of joint and conditional probabilities and random variables.

Students will learn the concepts of the probability density function, the expected values and moments of random

variables and their operations. The theory of random variables will be extended to random processes which are given

as functions of time. Students will learn theories of correlation functions,spectral density functions, and their

applications to the analysis of the responses of linear systems to random input signals.
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2. Course Objectives

The objectives of the course are to understand theories on probability and mathematical modeling of random variables

and processes and to use them to analyze the responses of linear systems to random inputs. In order to accomplish

these objectives, the following skills are emphasized:

1) mathematical modeling of probabilistic phenomena

2) ability to formulate probabilistic problems

3) ability to solve the problems using probabilistic operations

4) ability to analyze random signals

5) ability to analyze system responses to random input signals



3. Class types and activities

1) We will focus on practical methods of applying theories to problems

2) We will use various examples and excercise problems to understand theories

3) We will use a computer to model and analyze random data and signals

4) We will use a computer to simulate responses of linear system to random processes

4. Teaching Method

V  lecture  discussion and debate

 team project(presentation and case studies)  experiments(role-playing,etc)

 designing and production  on-site learning(on-site training)

 others

5. Support Systems in Use

V  AjouBb  automatic recording system  web-based assignment

 cyber lecture  online content

 class behavior analyazing system  others

6. Teaching Tools

 PBL(Problem Based Learning)  CBL(Case Based Learning)  TBL(Team Based Learning)

 UR(Undergraduate Research)  FL(Flipped Learning)  DSAL(Data Science Active Learning)

 others

7. Knowledge and ability required for taking this course

1) basic knowledge of set theories and probability

2) calculus and linear algebra

3) basic knowledge of solution to linear differential equations

4) basic linear time-invariant systems theory including the Fourier transform

5) programming skill---basic Matlab



8. Method of Evaluation

Evaluation Item
The Number of

Times

Evaluation

Proportion
Remarks

Attendance 0%

midterm exam 1 25%
Midterm: 25% (School Schedule) [100 points

toward the total score]

final exam 1 25%
Final Exam: Wednesday, June 10, 6:30--8:30 pm

[100 points toward the total score]

quiz ~8 50%
Quizzes and assignments [200 points toward the

total score]

presentation

discussion

homework

etc

study hours 3

9. Textbook and supplementary material

Main/Sub Title (Web-site) Writer Publisher
Publication

year

Main
Fundamentals of Applied Probability and

Random Processes, 2nd Edition
Oliver Ibe Academic Press 2014

10. Class system and Class shedule

Plan to cover the materials in the following order:

axiomatic definition of probability -> derivation of probabilistic functions -> random variables and probabilistic

distribution -> probability density function -> expected values and moments -> transformation of random variables ->

multiple random variables and joint probability density function -> correlation function -> random processes ->

autocorrelation and cross-correlation -> stationarity -> power spectral density function -> response of linear system to

random signal -> modeling of random processes

< Class Schedule >

Week

s
Topics

lang

uag

e

Instructor
Teaching

Method

Evaluation

Method

Matter to be

prepared

1 basic theory of probability E Sangsin Na

2
Bayes' Theorem, independent

events
E Sangsin Na

3
random variables, probability

density functions
E Sangsin Na

4 moments, expected values E Sangsin Na

* language : K-korean, E-English



< Class Schedule >

Week

s
Topics

lang

uag

e

Instructor
Teaching

Method

Evaluation

Method

Matter to be

prepared

5 conditional probability functions E Sangsin Na

6
special probability distribution

functions
E Sangsin Na

7 multiple random variables E Sangsin Na

8 midterm week E Sangsin Na

9 correlation functions E Sangsin Na

10
transformation of probability

density functions
E Sangsin Na

11 functions of random variables E Sangsin Na

12 random processes E Sangsin Na

13 power density functions E Sangsin Na

14 modeling of random processes E Sangsin Na

15
system responses to random

signals
E Sangsin Na

16 final exam week E Sangsin Na

* language : K-korean, E-English

11. Other items of notification

Letter grades will be determined as follows.

(1) The school grade policy B applies to the course. International students are exempt from the policy.

(2) Assuming that the grade distribution complies with the school grade policy, based on the total of 400 points

    your score >= 360 A+

               >= 320 A0

               >= 280 B+

               >= 240 B0

               >= 200 C+

               >= 160 C0

               >= 120 D+

               >= 100 D0

               <  100 F

Note that your grade may be lowered in order to comply with the school grade policy B as stated in (1).


